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Plan

|. Modeling competitions: how to use competition data
2. Tournaments: lose and you are out

3. Leagues: everybody competed with everybody

4. Ranking algorithm: how to rank fairly and efficiently

5. Modeling social dynamics



Motivation

® Evolution: species compete, fitter wins
® Society: people compete for social status

® Economics: companies compete for market
share

® Arts, science, politics: awards, prizes, elections

Competition is everywhere



Why sports?

® Sports competition results are:
- Accurate
- Widely available

- Complete

Sports as a laboratory for
understanding competition



Theme

® Competitions are not perfectly predictable
® Outcome of a single competition is stochastic

® Winner of a series of competitions (league,
tournament) is also subject to randomness

Randomness is inherent



l. Modeling competitions



What is the most competitive sport!?
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What is the most competitive sport!?
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Can competitiveness be quantified?
How can competitiveness be quantified?



Parity of a sports league

Major League Baseball
American League
2011 Season-end Standings

Teams ranked by win-loss record

Win percentage = TR
Numb er O f WinS Cy-New York Yankees 97 65 599

€T — w-Tampa Bay Rays 91 71 562
Number Of ga’mes Boston Red Sox 90 72 .556

Standard deviation in win-percentage rwonosie jays s 81 |50
Baltimore Orioles 69 93 426

o= /(2% — {z)? —

Cumulative distribution = Fraction of
teams with winning percentage < x

Fz) o = 0.08

In baseball
0.400 < £ < 0.600




Micha Ben-Naim
Los Alamos High School

Data

® 300,000 Regular season games (all games ever played)

® 5 Major sports leagues in United States & England

sport league |full name country| years games

soccer FA Football Association == | 1888-2005 | 43,350

baseball MLB |Major League Baseball 1901-2005 | 163,720

hockey NHL |National Hockey League 1917-2005 | 39,563

-
*
-

basketball NBA [National Basketball Association 1946-2005 | 43,254

football NFL |National Football League 1922-2004 | 11,770

MAJOR LEAGUE BASEBA “

source: http://www.shrpsports.com/ http://www.the-english-football-archive.com/
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Standard deviation in winning percentage

o
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*Baseball most competitive!?

0 1.1 .| eFootball least competitive?

0 0.2 0.4 X 0.6 0.8 1

Distribution of winning percentage

clearly distinguishes sports
Fort and Quirk, 1995



The competition model

® [wo, randomly selected, teams play

® Outcome of game depends on team record

- Weaker team wins with probability g<l1/2 —>{

qg=1/2 random

q=20 deterministic

- Stronger team wins with probability p>1/2 p+q=1
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- When two equal teams play, winner picked randomly

® |nitially, all teams are equal (0 wins, O losses)

® Jeams play once per unit time (z) = =

1
2



Rate equation approach

® Probability distribution functions

gr = fraction of teams with k wins

k—1 00
G = Z g; = fraction of teams with less than k wins  Hy =1—Gpq1 = Z g
3=0 Jj=k+1
® Evolution of the probability distribution
dgk 1

= (1= 0)(ge-1Gr1 = 91Gx) + alge—1Hi-1 — goHi) + 5 (91 — 97)

better team wins worse team wins equal teams play

® Closed equations for the cumulative distribution

dG
o (Gor — i)+ (12— ) (Ghr — G)

Boundary Conditions G, =0 G, =1 Initial Conditions G, (t =0) =1

Nonlinear Difference-Differential Equations



An exact solution

Stronger always wins (q=0)

de
ek = G (G — Gi—1)

Transformation into a ratio
Py
G =
Prt1
Nonlinear equations reduce to linear recursion
d Py,
dt

= P
Exact solution

L4t + 5t2 + - 4 5t"
Gk '

L+t + gt + o + gyt




Long-time asymptotics

® | ong-time limit
k+1

t
® Scaling form

K
e ()

® Scaling function

F(x)==x

G

Seek similarity solutions

~0.6
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— t=100

— scaling theory

0.5

1 1.5

X

Use winning percentage as scaling variable




Scaling analysis

® Rate equation

dG
dtk = q(Gr-1 — Gr) + (1/2 —q) (Gk 1 Gi)
® Treat number of wins as continuous ¢ -6~ 27
Inviscid Burgers equation oG oG
22— 5 Tlat(1-2¢)G] - =0
® Stationary distribution of winning percentage
k
Gk(t)—>F(x) €r = ?
® Scaling equation
dF

(@ —q) = (1 =2¢)F(z)] —— =0



Scaling solution

® Stationary distribution of winning percentage

F(x) = <

(0

T —q

1 —2q

1

\

O<x<q
g<zr<l—gq

l—qg <.

F(x)

1—

® Distribution of winning percentage is uniform

f(z) = F'(z) =«

(0

0

® Variance in winning percentage
_1/2—¢

O

\

1

1 —2q

0<x<q
g<r<l—gq

l—qg <.

V3

I X
q 1 —gq
f(z)
L]
q I —gq

g=0 maximum disparity

{q = 1/2 perfect parity
—



Approach to scaling

Numerical integration of the rate equations, q=1/4

1 T T 05 T | T | ' 1 ' I
" | = Theo ry I League | games |
0.8F |— t=100 MLB | 160
| — =500 0.4F NFL —— _
06_ NHL 80
| _ NBA | 80 |
] —~1/2 G0.3 MLB NFL | 16
0.4f t | -
. «—> _ 1
0.2F _
0.2 _ 1/4\/g
9% 05 04 X o o8 1 Yo"7200 400 t 600 800 1000

*Winning percentage distribution approaches scaling solution
*Correction to scaling is very large for realistic number of games
e[ arge variance may be due to small number of games

o(t) = 1/2f; q Large!

Variance inadequate to characterize competitiveness!




The distribution of win percentage

1

0.8}
__0.6F
S
0.4}

0.2F

% 00 04 06 08

X
*Treat g as a fitting parameter, time=number of games

*Allows to estimate gmodel for different leagues




The upset frequency

® Upset frequency as a measure of predictability

Number of upsets

q:

Number of games

® Addresses the variability in the number of games
® Measure directly from game-by-game results

- Ties:count as |/2 of an upset (small effect)

- lgnore games by teams with equal records

- lgnore games by teams with no record



0.48[
0.46}

0.44

0.42}

0.40
0.38
0.36
0.34
0.32
0.30

- —— FA

- —— MLB
— —— NHL
- —— NBA
- —— NFL

1900 1920 1940 1960 1980 2000
year

The upset frequency

League

q

Jmodel

FA

0.452

0.459

MLB

0.441

0413

NHL

0414

0.383

NBA

0.365

0.316

NFL

0.364

0.309

q differentiates
the different
sport leagues!

Soccer, baseball most competitive
Basketball, football least competitive




Evolution with time

0.48— 28 I ' I ' I ' I ' l ' l
0.46} 26} :
0.44} 24F T \Ba ;
0.42F 22 — W'E ;
0.40F ' -
0.38F ;
0.36F — Fa J\/\//\,./‘-'
0.34F —— NHL ;
0.32F —— Rpp _
I T B AT T A T R T T %\ﬁ—
0-3077900 1920 1940 1960 1980 2000 03=1900 1920 1940 1960 1980 2000
year year
*Parity, predictability mirror each other .- 1/3;

*Football, baseball increasing competitiveness
*Soccer decreasing competitiveness (past 60 years)

S.). Gould, Full House, The spread of excellence from Plato to Darwin, 1996



|. Discussion

® Model limitation: it does not incorporate
- Game location: home field advantage
- Game score

- Upset frequency dependent on relative team
strength

= Unbalanced schedule
® Model advantages:

- Simple, involves only | parameter

- Enables quantitative analysis



| . Conclusions

® Parity characterized by variance in winning percentage
- Parity measure requires standings data
- Parity measure depends on season length
® Predictability characterized by upset frequency
- Predictability measure requires game results data
- Predictability measure independent of season length

® [wo-team competition model allows quantitative
modeling of sports competitions



2. Tournaments
(post-season)



Single-elimination Tournaments

@ 2006 NCAA Division | Men's Basketball Championship

FIRST ROUND* SECOND ROUND* REGIONALS NATIONAL SEMIF,  NATIONAL CHAMP. NATIONAL SEMIF, REGIONALS SECOND ROUND* FIRST ROUND*
Hampton vs. Monmouth

Duke 1 Winner plays Villanova 1 Connecticut

SouthemU. 16 }— in First Round —{16 Albany

G. Washington g 8 Kentucky

NC-Wilmington 3 l— —'g UAB

Syracuse 5 5 Washington

Texas ABM 12— ——————— 12 Utah St.

LSU 4 4 Winois

lona 13 l_ —{ 13 Air Force

West Virginia ¢ Atlanta Washington, D.C. & Michigan St.

Southern lll. 14 '— —iu George Mason

lowa 3 3 North Carolina

N'western St. 14 I— —Iu Murray St.

California 7 7 Wichita St.

N.C. State 10 l— . . —lw Seton Hall

Taxas : Indianapolis 2 Tevneasee

Penn |5l— Indlanapolls April 3 Indiangpolis —|1s Winthrop

Memphis 1 Apnl 1 Apl"ll 1 1 Villanova

Oral Roberts _16] National Champion Lt

Arkansas 8 8 Arizona

Bucknell 9 l— —'o Wisconsin

Pittsburgh 5 5 Nevada

Kent St. D —— ——J2Montana

Kansas 4 4 Boston College

Bradley Y SE— —W—

indiana . Oakland Minneapolis ¢ Oklahoma

San Diego St. 11 |— —|11V\ﬁs.-Milwaukee

Gonzaga 3 3 Florida

Xavier u! *++% ALL TIMES ARE LOCAL*** {14 South Ala.

Marquette 7 o e g e Ay e e A g 7 Georgetown

16h sned in Bw i reand

Alabama 10 }— *Firet- and acond-sound and eagional rites wil ba placed in the beackat by e —{“’ Northern lowa

UCLA 2 March 16 and 18 frstascend youmnd ches: Graanthors iachordile G4k Laka Chy, San Diaga 2 Ohio St.

Belmont 15 l— Ml 17 and 19 'ﬂ:&“ﬁﬁ'&"%‘(‘.ﬁg’.ﬁf& altas: At Oopiand e —l 18 Davidson

March 24 and 26 regional sites: Mnnaagols, Wathington D.C

£ 2005 National Collegiste Athletic Association No commarcial use without the NCAA's written parmission

The NCAA cpposes dl sports wagering  This bracket should not be used for aweepalakes, contests, office poals or other gambling activities.

Binary Tree Structure




The competition model

® [wo teams play, loser is eliminated

N—-N/2—-N/4—- - —1

® Teams have inherent strength (or fitness) x

L1 L2 L3 L4 L5
@ O O @) @) T
strong > weak

® Outcome of game depends on team strength

xr1 probability 1 —gq
(71, 72) — L. r1 < T2
To Pprobability q




Recursive approach

® Number of teams

N=2=1,248. ...

® G'nv(r)= Cumulative probability distribution
function for teams with fithess less than x to win
an N-team tournament

® Closed equations for the cumulative distribution
Gon () = 2p G (z) + (1 = 2p) [Gn (2)]]

Nonlinear Recursion Equation



Scaling properties

1

|. Scale of Winner |
0.8F

v, ~ N~ In2p/In2 |

g 0.6

2. Scaling Function % 4l

Gy(x) = VU (x/x,) (),2-
3. Algebraic Tail Y02 04 Ny 06 08

1 — \I/(Z) N Zanp/anq

|. Large tournaments produce strong winners
3. High probability for an upset



The scaling function

Universal shape Broad tail
U(2pz) = 2p¥(2) + (1 — 2p)¥?(2) U (2) ~ 2™ 2p/In2q—1
1 10" . . .
0.3 N 4 10T
N=2" 102
<06 o Y
= — N=2" :5 : 0'3—
> 04 — N | B
. =
10
0.2 1
0 ' ' ; ' ' : ' : . 0'6 - | I I



College Basketball

| |2

314

<
\_?2()6 4924 141q5f6[1]4]1f0]2]0
© 04 o—o Theory
072 =—a Simulation
' e—oTournament Data
4R 1z 16
X

® Teams ranked |-16
Well defined favorite
Well defined underdog

* 4 winners each year

* Theory: q=0.18

* Simulation: g=0.22

e Data: q=0.27

e Data: 1978-2006
*| 600 games

2008: all four top seed advance; | in 150 chance!



Evolution, Men vs YWomen

o3;5s————1m——w—w—w—r————p———1—

- — Men :

0 3+ — Women |

. S
Qo5 N\~ -

1980 1985 1990 1995 2000 2005
year



2. Conclusions

Strong teams fare better in large tournaments
Tournaments can produce major upsets
Distribution of winner relates parity with predictability

Tournaments are efficient but not fair




3. Leagues
(regular season)



League champions

® N teams with fixed ranking
® |n each game, favorite and underdog are well defined

® Favorite wins with probability p>1/2

=1
Underdog wins with probability q<I|/2 P

® Fach team plays t games against random opponents
- Regular random graph &. @
® Jeam with most wins is the champion

How many games are needed for best team to win!




Random walk approach

2 — n—1 N —n

Il — @ Probability team ranked n wins a game P
- q \C]

3 — P, =p

N —1 N —1 m
® Number of wins performs a biased random walk

wn:Pnt:: Dnt

® Team n can finish first at early times as long as

T
o — 1)t~ Vi
. (2p— 1) Vit

® Rank of champion as function of N and t
N

n*N—

Vi



Length of season

® For best team to finish first

1 N 8
~ — 10T
Vi

® Each team must play AT
Vo'

t ~ N?

® TJotal number of games
T ~ N°

2

10 [

— slope=3
e—e simulation

10
10

L L IIIIIII
0

|. Normal leagues are too short
2. Normal leagues: rank of winner ~ v N
3. League champions are a transient!




Distribution of outcomes

® Scaling distribution for the rank of champion
Quit) ~ (- o~
" N, N, SV
® Probability worse team wins decays exponentially
Qn(t) ~ exp(—const X t)
® Gaussian tail because v (t1/2> ~ exp(—t)
(z) ~ exp (—const x z*)
® Normal league: Prob. (weakest team wins) ~ exp(—N)

Leagues are fair: upset champions extremely unlikely



Leagues versus lournaments

|6 teams, g=0.4 n |league| "o

| | 24.5 12.9

030_""""""" 2 (182 ] 114
025 o—-league i 3 | 136 101
B | o—e {OUrnament 4 [ 103 89
5 7.9 7.9

6 6.1 7.1

7 |1 4.7 6.3

8 3.7 5.7

9 2.9 5.1

10| 2.2 4.6

| 1.7 4.2

121 1.3 3.8

131 1.0 3.4

14 | 0.81 3.1

15| 0.63 2.8

16 | 0.49 2.6




What is the likelihood
the best team has best record?

league | season games likelihood 0.5
NFL short predictable 30%

MLB* long random 31%

NHL |moderate| moderate 32%

NBA |moderate| predictable 45%

NFL MLB NHL NBA

*90% likelihood requires 15000 games/team!!!

Interplay between
length of season and predictability of games



3. Conclusions

® [eagues are fair but inefficient

® | eagues do not produce major upsets



4. Ranking Algorithm



One preliminary round

® Preliminary round

- Teams play a small number of games T ~ N ¢
- Top M teams advance to championship round A/ ~ N©
- Bottom N-M teams eliminated
NQ
- Best team must finish no worse than M place { ~ ——

M2
® Championship round: plenty of games 7 ~ A/3

® TJotal number of games
T ~ NS—Z(X 1+ NSOz

® Minimal when
M ~ N3/5 T ~ N9/5



Iwo preliminary rounds

® [wo stage elimination

N — N9 — N*291 5 1]
® Second round
T2 ~ N3—2042 _|_ Na2(3—2a1) _|_ NBoqozg

* Minimize number of games

o| &

3 — 205 = as(3 — 207 — Qg = -
* Further improvement in efficiency

T ~ N27/19



Multiple preliminary rounds

® Each additional round further reduces T

Tk ~ N”Vk Tk = (2/3)k+1

. . 9 27 81

® Gradual elimination T =32, 15 o
57 15 57 15 3

N —» N&t —s N6s19 — Nos185 — 1

® TJeams play a small number of games initially

Optimal linear scaling achieved using many rounds
T ~ N M o ~ N1/3 optimal size of playoffs!

Preliminary elimination is very efficient!



4. Conclusions

® (Gradual elimination is fair and efficient

® Preliminary rounds reduce the number of games

® In preliminary round, teams play a small number of
games and almost all teams advance to next round



5. Social Dynamics



Competition and social dynamics

Teams are agents
Number of wins represents fithess or wealth
Agents advance by competing against each other

Competition is a mechanism for social differentiation



The social diversity model

® Agents advance by competition

. (¢+1,7) probability p
(,7) —

- . 1> ]
(1,7 + 1) probability 1 —p

® Agent decline due to inactivity

k—k—1 with rate r
® Rate equations

dG',

1
— = 1(Grsr = Gi) + pGr1(Gr—1 = Gi) + (1 = p)(1 = Gi)(Gr—1 = Gi) — 5 (G — Gi-1)’

® Scaling equations

(p+r—1+2)—(2p - DF(2)] —— =0



Social structures

|. Middle class r A
o r:p
Agents advance at different rates 1 _ g
2. Middletlower class .3
Some agents advance at different rates | _ /,” 2

A

12 <

Some agents do not advance

3. Lower class
r+p=1

4 1
" i .
Agents do not advance -'— ‘-/— -
: N
4. Egalitarian class é ,

All agents advance at equal rates 1/2 / P
Bonabeau 96

Sports




Concluding remarks

® Mathematical modeling of competitions sensible
® Minimalist models are a starting point
® Randomness a crucial ingredient

® Validation against data is necessary for
predictive modeling



Publications

Efficiency of Competitions

E. Ben-Naim, N.W. Hengartner

Phys. Rev. E 76, 026106 (2007)
Scaling in Tournaments

E. Ben-Naim, S. Redner, F. Vazquez
Europhysics Letters 77, 30005 (2007)
What 1s the Most Competitive Sport?
E. Ben-Naim, F. Vazquez, S. Redner
J. Korean Phys. Soc. 50, 124 (2007)
Dynamics of Multi-Player Games

E. Ben-Naim, B. Kahng, and J.S. Kim
J. Stat. Mech. P07001 (2006)

On the Structure of Competitive Societies
E. Ben-Naim, F. Vazquez, S. Redner
Eur. Phys. Jour. B 26 531 (2006)
Dynamics of Social Diversity

E. Ben-Naim and S. Redner

J. Stat. Mech. L11002 (2005)


http://dx.doi.org/10.1140/epjb/e2006-00095-y
http://dx.doi.org/10.1140/epjb/e2006-00095-y
http://stacks.iop.org/1742-5468/2005/L11002
http://stacks.iop.org/1742-5468/2005/L11002

“Prediction is very ditticult,

esl:)ecia”g about the future.”

Niels Bohr



“Evergthmg should be made as simple

as POSSI

DIC

but not SImpler

Freeman Dgson




